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Abstract: 

Over the past twenty years, linguists have taken a renewed interest in the data that underlies 
grammatical theories. In this chapter we review five types of data: corpus data, acceptability 
judgments, reading times, electrophysiological data (EEG/MEG), and hemodynamic data 
(specifically fMRI). The approach we take for each is slightly different, as each data type 
occupies a different role in grammatical theory construction. For corpus data, we defer to chapter 
4 (this volume) for a detailed review, and instead focus on the reasons why some linguists prefer 
experimental data over (observational) corpus data. For acceptability judgments, we review their 
role in theory construction because they currently form the vast majority of data used for the 
construction of grammatical theories. For reading time data, we review the logic that has been 
used to search for consequences of grammatical theories in real time sentence processing. For 
electrophysiological data, we observe that there is relatively little connection between the 
electrophysiological literature and the grammatical literature, and therefore review the basic 
results from the ERP literature as a first step toward encouraging closer ties between the two 
fields. For hemodynamic responses, we review the research into two brain areas that have been 
argued to be implicated in syntactic processing (left inferior frontal gyrus and left anterior 
temporal lobe), as this seems like the best starting place for exploring the relationship between 
grammatical theories and neurobiology. In the end, it is our hope that this chapter will serve as a 
useful starting point for thinking about the use of data in grammatical theories for both linguists 
and non-linguists. 

Keywords: acceptability judgements; self-paced reading, eye-tracking, electroencephalography, 

magnetoencephalography, functional magnetic resonance imaging. 
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1. Introduction  
 
Over approximately the past twenty years, linguists have taken a renewed interest in the data that 
underlies grammatical theories. This has taken the form of large scale reviews of data in syntax 
(e.g., Schütze 1996), textbooks (e.g., Cowart 1997), proposals for new experimental techniques 
(e.g., Bard et al. 1996), enticements to widespread adoption of formal experimental methods 
(e.g., Featherston 2007), proposals for new grammatical models that can accommodate different 
data types (e.g., Keller 2000, Featherston 2005), criticisms of informally collected data (e.g., 
Gibson and Fedorenko 2013), and finally chapters like this, which attempt to provide a useful 
summary of our current state of knowledge about data in syntax. Here we will discuss five types 
of data: corpus data, acceptability judgments, reading times (self-paced reading and eye-
tracking), electrophysiological methods (EEG and MEG), and hemodynamic methods 
(specifically fMRI). It is important to note that in principle, there is no privileged data type in 
linguistics. Any data type that can bear on the nature of the grammar is a potential source of data 
for theorists. The wide spectrum of possible data types arises because many linguists assume that 
there is a single grammatical system that plays a substantive role in both language 
comprehension and language production (Marantz (2005) calls this the Single Competence 
Hypothesis). Given this assumption, all language behaviors, and all neurobiological responses 
related to language behaviors, are potential sources of information about the grammar. We will 
focus on these five data types because they play the largest role in modern studies of grammar. In 
the sections that follow, we will discuss each data type in turn. The approach that we take for 
each data type will be slightly different, because each data type has historically played a different 
role in grammatical theory construction. 
 
2. Corpus data 
 
Chapter 4 by Sean Wallis in this volume provides an excellent discussion of the use of corpus 
data in linguistics. We won’t double that effort here (and couldn’t do nearly as good a job). 
Instead, we will briefly discuss some potential disadvantages of corpus data that lead some 
linguists to explore other data types. For example, two fundamental questions in studies of 
grammar are (i) Is a given sentence grammatical or ungrammatical (i.e., possible or impossible in 
the language)?, and (ii) For ungrammatical sentences, what is the property that causes the 
ungrammaticality? Because corpus data is fundamentally observational, it cannot be used to 
definitively answer these two questions. For the first question, one potential strategy would be to 
use the presence or absence of a sentence in the corpus as a proxy for grammaticality or 
ungrammaticality, respectively. The problem with this approach is that presence and absence are 
influenced by factors other than the grammar: it is possible for grammatical sentences to be 
absent from a corpus simply due to sampling (the relevant sentence was accidentally not uttered 
during corpus generation), and it is possible for ungrammatical sentences to be present in a 
corpus due to speech errors or the inclusion of non-native speakers in the sample. This leads 



 3 

linguists interested in the first question to seek out data types that more directly test the impact of 
the grammar while controlling for other factors that might influence the outcome—in other 
words, a controlled experimental setting. For the second question (what properties cause the 
ungrammaticality), the concern among some linguists is that corpus data can only reveal 
correlations between grammatical properties and presence/absence in the corpus; corpus data 
cannot directly reveal causal relationships. Again, this leads linguists who are interested in the 
mechanisms underlying ungrammaticality to seek out controlled experimental methods that can 
be used to directly manipulate grammatical properties to reveal causal relationships with 
grammaticality. As chapter 4 demonstrates, there are plenty of interesting research questions one 
can investigate using corpus data, but for linguists interested in ungrammaticality and its 
mechanisms, corpus data tends to be less useful than experimental methods. 
 
3. Acceptability judgments 
 
3.1 What are acceptability judgments? 
 
An acceptability judgment is simply the act of judging whether a sentence is “acceptable” in a 
given language. But this simple definition belies the complexity of what one means by 
“acceptable”. One common assumption in linguistics is that the act of comprehending a sentence 
automatically (in the sense of an automatic cognitive process) gives rise to an evaluation of that 
sentence along multiple dimensions: the grammaticality of the sentence, the plausibility of the 
meaning, the processing difficulty associated with comprehending the sentence, etc. Another 
common assumption is that those multiple dimensions tend to be (automatically, and therefore 
subconsciously) combined into a single percept. It is that multi-dimensional percept that linguists 
call “acceptability.” Acceptability judgments can then be defined as a conscious report of the 
automatic evaluation of the acceptability of a sentence, elicited for experimentally designed 
sentence types (either in an informal setting, as has been typical in linguistics, or in a formal 
experiment, as has become more common over the last two decades). In short, acceptability 
judgments are a behavioral response that can reveal information about the grammaticality of a 
sentence, if the experimenter controls for other factors that influence acceptability (plausibility, 
processing, etc.). Therefore, the goal of an acceptability judgment experiment is to isolate a 
potential difference in grammaticality between two (or more) conditions, while holding 
differences in other properties constant.  
  There are at least three pieces of information that acceptability judgments can potentially 
provide that are relevant for constructing grammatical theories. The first is the presence/absence 
of an effect – whether there is a difference in acceptability between two (or more) conditions. In 
many ways this is the minimum piece of information that may be relevant for a grammatical 
theory. Assuming that the two (or more) conditions were well controlled, such that the only 
difference between them was the grammatical property of interest, the presence of a difference 
tells us that the grammatical property has an effect on acceptability. The second potential piece 
of information is the effect size – the size of the difference between conditions. Again, assuming 
that the conditions were well controlled, the effect size tells us how big an impact the 
grammatical manipulation has. The third potential piece of information is the location of the 
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conditions on the scale of acceptability.1 These three pieces of information can be used in 
different combinations by linguists to construct and evaluate grammatical theories.  
 Figure 1 highlights these three pieces of information. The raw data for Figure 1 comes 
from 274 sentence types (conditions) that form 137 two-condition phenomena. For example, one 
of the phenomena is comprised of these two sentences (from Sobin 2004): 
 
(1) a. Some frogs and a fish is in the pond. 
 b. Some frogs and a fish are in the pond. 
 
By hypothesis, the sentence in (1a) is ungrammatical because it does not respect the subject-verb 
agreement properties of English (whereas as (1b) does). Sprouse, Schütze, and Almeida (2013) 
tested this phenomenon and 149 others that were randomly sampled from the journal Linguistic 
Inquiry in formal judgment experiments using a 7-point Likert-like scale (see also section 3.2 
below). In Figure 1, we use the 137 phenomena that showed statistically significant effects to 
illustrate the three pieces of information that judgment experiments make available to linguists.  
 

 
 
Figure 1: Three illustrations of the types of information available from acceptability judgments. 
Raw data is 137 pairwise phenomena randomly sampled from Linguistic Inquiry and tested by 
Sprouse, Schütze, and Almeida 2013. The leftmost panel shows location information. The 
middle panel shows effect size information. The rightmost panel combines the two. The middle 
and rightmost panels also convey the presence/absence of an effect. 
 
The leftmost panel of Figure 1 takes all 274 sentence types, and orders them in ascending order 
according to their mean judgment (after a z-score transformation, which removes some types of 
scale bias; see Schütze and Sprouse 2013 for more discussion). This panel therefore highlights 
location information: some sentences are very clearly on the low end of the scale, others at the 
high end, and still others in the middle. The middle panel of Figure 1 highlights effect sizes. 
Each vertical bar represents one phenomenon, with the height of the bar representing the size of 
the effect, which in this case is the size of the difference between the mean ratings of the two 

                                                
1 Location on the scale is a complex topic in its own right, as the way that participants use a scale 
will be influenced by the instructions that they are given (How are the points on the scale 
labeled? Are example items given for the points on the scale?) and the content of the experiment 
itself. See Schütze and Sprouse 2013 for a discussion of the details of acceptability judgment 
tasks. 
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conditions in each phenomenon (reported here in Cohen’s d units, which is a standardized 
measure of effect size that is common in the experimental literature). The rightmost panel 
combines these two pieces of information by plotting the ratings of the two conditions in each 
phenomenon in a vertical pair (thus showing location information), and connecting them with a 
line (thus showing effect size information). Both the middle panel and the rightmost panel also 
highlight the presence/absence of an effect in a way that the leftmost panel does not. 

In practice, which of the three pieces of information the linguist decides to use depends 
upon the specific grammatical theory being investigated, and the way it is used depends on the 
specific argument that the linguist wishes to make (see chapter 2 by Bas Aarts on linguistic 
argumentation). That said, some basic patterns of use do emerge. First, all studies using 
acceptability judgments report the presence/absence of an effect, as this is the minimum required 
to demonstrate that a grammatical manipulation is potentially relevant to a theory. Second, 
grammatical theories that rigidly divide sentences into two types (grammatical and 
ungrammatical) tend to also use location on the scale as a potential piece of information about 
whether a sentence should be classified as grammatical (high on the scale) or ungrammatical 
(low on the scale). The use of scale location information is complex in its own right because 
there is no necessary connection between location on the scale and grammaticality. Even if extra-
grammatical properties are controlled across the conditions in the experiment as discussed above, 
participants can rate individual sentences high or low because of the extra-grammatical 
properties of that individual sentence. This is particularly salient in classic examples of 
mismatches between acceptability and grammaticality, such as the acceptable-but-ungrammatical 
comparative construction in (2) (from Montalbetti 1984), which appears acceptable but has no 
coherent meaning, and the unacceptable-but-(by-hypothesis)-grammatical doubly center 
embedded relative clause in (3) (from Miller and Chomsky 1963), which appears unacceptable, 
but is most likely unacceptable due to the difficulty of processing the nested relative clauses.  
 
(2) More people have been to Russia than I have.  (acceptable-but-ungrammatical) 
(3) The food the dog the cat scratched ate spoiled. (unacceptable-but-grammatical) 
 
Despite the possibility of mismatches between location information and grammaticality, it is not 
uncommon for location information to play a role in linguistic argumentation about grammars 
that divide sentences into two sets (e.g., an author might assume a transparent mapping between 
the two halves of the scale of acceptability and ungrammaticality/grammaticality). The third 
piece of information, effect size information, tends to play a role in studies that seek to compare 
the constraints that make up the grammar. This can either be because the grammatical theory 
under investigation distinguishes more than two levels of grammaticality (e.g., Keller 2000, 
Featherston 2005), or because the investigation is exploring properties that might distinguish two 
constraints from one another (e.g., Chomsky 1986). 
  
3.2 Are the acceptability judgments published in the literature valid? 
 
Perhaps the most important debate in the acceptability judgment literature concerns the validity 
of the judgments that have been published in the literature so far. Since the earliest days of 
acceptability-based linguistic theories there has been a concern that the relatively informal 
methods that linguists tend to use to collect acceptability judgments might lead to invalid data, 
and therefore incorrect theorizing (e.g., Hill 1961, Spencer 1973). Over the past 20 years, as 
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formal experimental methods for judgment collection have gained in popularity, this question 
has arisen more and more often, with many linguists asking whether the field should shift 
entirely to formal acceptability judgment collection methods (e.g., Bard et al. 1996, Schütze 
1996, Cowart 1997, Ferreira 2005, Featherston 2007, Gibson and Fedorenko 2010, Gibson and 
Fedorenko 2013, among many others). Nearly every linguist who has written about this issue 
agrees that there are benefits to formal acceptability judgment experiments, making them an 
important tool in the syntactician’s toolkit. What is less clear is whether informal judgment 
collection methods should co-exist with formal experimental methods in that toolkit, and 
whether the informally collected judgments that have been published in the literature to date 
should be considered valid. The central concern (e.g., from Gibson and Fedorenko 2013) is that 
linguists tend to solicit informal judgments from other linguists. Because professional linguists 
are aware of the theoretical issues at play for a given judgment, it is possible that their judgments 
might be (subconsciously) biased. A related concern is the fact that linguists tend to collect small 
numbers of judgments, leading to the possibility that the results they obtain are not representative 
of the population. Similarly, linguists tend to use a small number of example items, leading to 
the possibility that the results they obtain are not representative of all of the possible tokens of a 
given construction. If any of these potential problems were actual problems, the published 
judgment literature would not be a solid foundation for constructing grammatical theories. 

Sprouse, Schütze, and Almeida (2013) and Sprouse and Almeida (2012) took a first step 
toward investigating these concerns by directly comparing published informal judgments with 
formal judgments that they collected using the best practices of formal experimental work (e.g., 
naïve participants, large samples, multiple items per condition, frequentist and Bayesian 
statistical analyses, etc.). Their argument is that, though this does not settle the question of which 
method is best, it does begin to address the question of how much impact these design choices 
might have on the data. If the two methods overlap substantially, then either both methods are 
valid or both are invalid. If the two methods diverge substantially, then either one method is 
valid and one is invalid, or both are invalid in different ways. Sprouse, Schütze, and Almeida 
(2013) found a 95% (±5%) overlap when they re-tested a random sample of 150 two-condition 
phenomena (300 sentence types) from the journal articles published in Linguistic Inquiry (LI) 
between 2001 and 2010. Sprouse and Almeida (2012) found a 98% overlap when they re-tested 
all of the data points published in Adger’s (2003) Core Syntax textbook. Taken together, these 
results suggest that data from informal and formal methods overlap to a very high degree. This 
suggests that replacing informal judgment data with formally-collected judgment data would 
have little impact, at least for work on English syntax. Of course, studies such as these are just 
the beginning of these kinds of investigations. Future work should explore other languages, other 
judgment types (e.g., semantic judgments), and other facets of the data (e.g., gradience). 
 
3.3 Using formal judgment methods to explore the nature of the grammar 
 
Formal judgment experiments are not limited to investigating the validity of informal judgments; 
they can also be used to push the boundaries of the theory of grammar itself. One way formal 
judgment experiments can do this is by using higher-order experimental designs to isolate and 
quantify putative grammatical effects while controlling for many of the other factors that 
potentially influence acceptability judgments. As a concrete example, let us consider the whether 
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island violation in (4), which we have labeled with a star to indicate that it is generally judged to 
have low acceptability in US English:2 
 
(4) *What do you wonder whether Jack bought __ ? 
 
One common analysis in the generative literature is to postulate a grammatical constraint that 
prevents movement of a WH-phrase like what out of an embedded question – the embedded 
question is metaphorically an “island” for this kind of movement (Chomsky 1964; Ross 1967, 
Chomsky 1973), so this is called a whether island violation. If we wanted to study the necessity 
of this constraint, we would first want to isolate the effect of moving out of the embedded 
whether-clause over and above other possible effects that are in this sentence, such as the effect 
of having a long-distance movement in a sentence, and the effect of having an embedded 
question in a sentence (both of which might lower acceptability independently of the potential 
island effect). A 2×2 factorial design can solve this problem by creating a sequence of 
subtractions that eliminate the extra confounds. Take the four sentences in (5): 
 
         EMBEDDED               MOVEMENT 
         STRUCTURE             DISTANCE 
(5) a. Who __ thinks that Jack bought a car?  declarative |       short 
 b. What do you think that Jack bought __ ?  declarative    |       long 
 c. Who __ wonders whether Jack bought a car?  interrogative    |       short 
 d. What do you wonder whether Jack bought __ ? interrogative    |       long 
 
If we make the subtraction (5a – 5b), we isolate the effect of a long-distance as opposed to a 
short-distance (local) movement. The difference (5a – 5c) isolates the effect of the embedded 
question without any movement out of it. The difference (5a – 5d) combines three effects: the 
effect of a long-distance movement, the effect of an embedded question, and crucially, the effect 
of moving out of an embedded question (the island effect). By subtracting the first two from the 
third, we can isolate the island effect, as in (6): 
 
(6) island effect = (5a – 5d) – (5a – 5b) – (5a – 5c) 
 
In this way, a series of three subtractions can isolate island effects even though there are two 
other effects present in the critical sentence. This design is called a 2×2 factorial design because 
there are two factors, STRUCTURE and DISTANCE, and each factor has two levels (declarative vs. 
interrogative and short vs. long).  
 There are a number of benefits to 2×2 factorial designs. The most important, of course, is 
allowing us to isolate the effect of interest. They also allow us to isolate two other effects, one 
for each factor in the design. Further, they lend themselves to a perspicuous visual interpretation, 
as illustrated in the two contrasting hypothetical outcomes in the two panels of Figure 2. If there 
is no effect unique to the island violation in (5d) over and above the effects of the two other 
factors, plotting the four conditions in a pattern known as an interaction plot will yield parallel 
lines, as in the left panel of Figure 2. However, if there is a further effect over and above those 

                                                
2 In this and subsequent examples, the underscore indicates the position from which a WH-
phrase has moved, according to movement-based theories of generative syntax. 
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two factors, such as an island effect in the design in (5), the two lines will not be parallel, as in 
the right panel of Figure 2. 
 

 
 
Figure 2: The visual logic of 2×2 factorial designs, illustrated using the whether island effect 
design from (5). The left panel shows main effects for the two factors (STRUCTURE and 
DISTANCE), but no island effect over and above those two factors. The right panel shows an 
island effect (interaction) over and above those two main effects. 
 
Another benefit of 2×2 factorial designs is that they allow for the use of relatively standard 
statistical tests such as two-way ANOVAs and omnibus linear mixed effects models. The effect 
of interest (e.g., island effect) in these designs will show up as the interaction term. One final 
advantage of 2×2 factorial designs is that, though they only quantify three effects (one for each 
factor plus the interaction effect), they theoretically allow us to control for an infinite number of 
potential confounds as long as the confounds are distributed across conditions such that they 
subtract out at the end of the subtraction steps.  
 The theoretical value of the factorial design really becomes apparent when one considers 
analyses that attempt to explain acceptability judgment phenomena as being caused by factors 
outside the grammar. For example, Kluender and Kutas (1993b) proposed that island effects (the 
interaction in the right panel of Figure 2) may not be due to syntactic constraints in the grammar, 
but rather to the effect of the two independent processing costs of a long-distance dependency 
and an embedded question interacting with each other, perhaps because they both draw on the 
same limited pool of working memory resources, such that the parser’s attempt to deploy both 
leads to a larger cost than one would expect from the linear sum of the two in isolation. With a 
2×2 factorial design, we can isolate that effect (the superadditive interaction), and attempt to 
study its properties to see if it is more likely to come from the grammar or more likely to come 
from the working memory system. For example, Sprouse et al. (2012) looked to see if the 
superadditive effects for four island effects in English correlate with two working memory 
measures, which is one possible prediction of the Kluender and Kutas (1993b) proposal.  
 Factorial designs also have the potential to reveal novel data for the construction of 
grammatical theories – such as the existence of superadditive interaction patterns without any 
single sentence being in the lower half of the acceptability scale (e.g., Featherston 2005, Sprouse 
et al. 2016, Villata et al. 2016). What is interesting about these effects is that the superadditivity 
suggests the possibility of a grammatical constraint at work, but the fact that all of the sentences 
are in the top half of the acceptability scale suggests that this potential constraint is not causing 
the extreme unacceptability that is typically associated with constraint violations. The question 
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facing the field is how to capture these types of effects in grammatical theories. This is one of the 
current areas of debate in the acceptability judgment literature. 
 
4. Reading times: self-paced reading and eye-tracking 
 
The next three data types that we will discuss (reading times, electrophysiological measures, and 
hemodynamic measures) are far more prevalent in psycholinguistics and neurolinguistics, two 
domains that focus on language processing, than theoretical linguistics, which focuses on 
grammatical theories. This means that the value of these data types is primarily tied to the 
relationship between theories of language processing and theories of grammar. Nonetheless, we 
believe it is valuable to provide brief reviews of these three data types, not only because readers 
may encounter them in the literature, but also because we believe that the future of linguistics is 
one where there is a closer integration between theories of grammar and theories of language 
processing. 

There are two primary reading time measures used in psycholinguistics: self-paced 
reading, and eye-tracking. The most prevalent version of self-paced reading uses what is called a 
“moving window” to more accurately mimic natural reading (Just et al. 1982). In a moving 
window self-paced reading task, the words of a sentence are replaced with underscores, one per 
character. The underscores representing the sentence are presented in their entirety on the screen. 
The participant can then reveal each word in succession by pressing a key on a keyboard or a 
button on a response box. The computer measures the amount of time between button presses, 
yielding a measure of the amount of time (typically in milliseconds) that it takes to read each 
word. In reading-based eye-tracking, the entire sentence is presented on screen (without masking 
by underscores). A sophisticated camera then records the movements of the participant’s pupils 
as they read the sentence naturally. Analysis algorithms can then be used to determine how long 
the participant fixated on each word (or multi-word region) of the sentence, as well as several 
secondary measures such as if (and for how long) the participant looked back to previously read 
material. Though the method of collection of reading times differs between self-paced reading 
and eye-tracking, the logic applied to these two data types is the same: one can compare the 
reading times between two sentences that differ by a specific property of interest at one or more 
critical words; if the critical word(s) differ in reading times between the two sentences, then one 
can infer that the processes deployed to understand those sentences at the critical word(s) 
differed in either quality or quantity. Reading time measures such as self-paced reading and eye-
tracking have been used in this way to build complex theories of sentence processing. 
 As the previous paragraph makes clear, reading times are primarily used to investigate 
sentence processing, not grammatical theory. But under the assumption that there is a predictable 
relationship between grammar and sentence processing (setting aside the exact nature of that 
relationship), it is possible to look for the consequences of proposals from grammatical theories 
in real-time sentence processing. If found, these effects can increase our confidence in such 
proposals, as there would now be convergent evidence from multiple sources. One concrete 
example of this is a series of findings showing that the human sentence processor appears to 
respect syntactic island constraints (briefly discussed in section 3) in real time during 
incremental sentence processing. These studies are predicated upon the Active Filling Strategy 
(Frazier and Flores d’Arcais 1989), a parsing strategy that appears to be operative in most, if not 
all, human languages. In effect, the active filling strategy says that the parser attempts to 
complete long-distance dependencies at the first viable location. For the wh-dependencies that 
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characterize questions in English, this means that the parser will attempt to associate the wh-
word (called the filler in the sentence processing literature) with the first location that could 
potentially host the wh-word (this location is often called the gap, with the full dependencies 
called filler-gap dependencies) – typically a verb or preposition. The active filling strategy leads 
to several useful effects in sentence processing. For space reasons, we will use only one as an 
example: the filled-gap effect. In the filled-gap effect, participants experience a reading time 
slow-down when presented with filler-gap dependencies in which the first potential gap location 
is occupied (or filled) by another argument (Crain and Fodor 1985, Stowe 1986). For example, 
Stowe 1986 found a reading time slow-down using self-paced reading at the critical word us in 
sentence (7a), which contains a filler-gap dependency relative to sentence (7b), which contains 
no dependency. Under the active filling strategy, the parser associates the filler who with the 
verb bring, but when us is encountered, the parser must reanalyze the structure (and eventually 
associate the filler with the true gap after the word to), leading to a reading time slow-down, 
which we call the filled-gap effect. 
 
(7) a. My brother wanted to know who Ruth will bring us home to __ at Christmas. 
   b. My brother wanted to know if Ruth will bring us home to Mom at Christmas. 
 
In this way, the filled-gap effect is evidence that the active filling strategy is operative, and that 
the location of us is considered a viable gap location by the parser.  
 Having established the filled-gap effect as consequences of the active filling strategy, 
psycholinguists are able to probe the processing consequences of syntactic island constraints. 
Syntactic island constraints prohibit gaps from occurring inside of certain structures. The active 
filling strategy attempts to associate fillers with the first gap location that the parser encounters. 
This leads to the following question: Will the parser attempt to posit a gap inside of an island 
structure? Stowe 1986 investigated this question for the Subject island constraint using the filled-
gap paradigm. The Subject island constraint (Huang 1984) prohibits gaps inside of complex 
subjects in English as in (8): 
 
(8) *What did [the joke about __ ] offend the audience? 
 
Stowe 1986 looked for a filled-gap effect inside of complex subjects using (9a), which contains a 
filler-gap dependency and filled-gap location in the complex subject, and (9b), which contains no 
filler-gap dependency (thus acting as a control condition). If the active filling strategy attempts to 
fill gaps inside of complex subjects (contrary to the Subject island constraint), there should be a 
filled-gap effect (a reading time slow-down) at the noun Greg’s. If the active filling strategy 
respects the Subject island constraint, there should be no filled gap effect.  
 
(9) a. The teacher asked what the silly story about Greg’s older brother was supposed to  

mean. 
 b. The teacher asked if the silly story about Greg’s older brother was supposed to  

mean anything. 
 
Stowe 1986 found no filled-gap effect in this paradigm (but did find an effect with similar 
complex NPs in object position), suggesting that the parser respects the Subject island constraint 
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in real time by suppressing the active filling strategy when gap locations are prohibited by the 
grammar.  

This basic finding has been replicated using both the filled-gap effect and other 
consequences of the active filling strategy such as the plausibility effect for a number of islands, 
and a number of languages (see Phillips 2006 for a comprehensive list as of that time). It has also 
led to a number of more sophisticated explorations of the interaction of syntactic island effects 
and sentence processing, including the effect of parasitic gaps (Phillips 2006), and differences 
between parasitic gaps and across-the-board movement (Wagers and Phillips 2009). The 
literature on the active filling strategy has also inspired similar investigations in the domain of 
pronoun coreference, where a similar active search strategy has been found with respect to the 
search for antecedents for pronouns (van Gompel & Liversedge, 2003), using a reading time 
slow-down effect similar to the filled-gap effect (called the gender mismatch effect). This 
literature has also explored the effect of grammatical constraints on coreference dependencies 
(called Binding Constraints, Chomsky 1981) on this active search for an antecedent (Sturt 2003; 
Kazanina et al. 2007). There is even recent work exploring a similar notion of an active search 
for the antecedent in ellipsis constructions (Yoshida, Dickey, and Sturt 2013). For space reasons 
we can’t summarize them all here, but the general logic is the same in each – one can use a well-
established reading time effect to probe the interaction of a parsing strategy with a constraint 
from the grammatical literature.  
 
5. Electrophysiology: EEG and MEG data   
 
Much like reading times, electrophysiological responses are primarily used in the 
psycholinguistics literature to investigate sentence processing. They are rarely used to investigate 
the grammar directly. That said, similar to reading times, the assumption of a predictable 
relationship between grammar and parser can allow some limited forms of inference (or at least 
corroboration) to flow between the two fields. To be fair, there has been much less of this in the 
electrophysiological literature than the reading time literature. This doesn’t seem like a necessary 
fact, so in the spirit of making this chapter maximally useful to future researchers, we will review 
some of the findings in the EEG and MEG literature that show the most promise for connections 
with grammatical theory. 
 Electroencephalography (EEG) and magnetoencephalography (MEG) are two sides of the 
same coin: EEG measures (some of) the electrical activity generated by the brain (typically 
through electrodes placed on the scalp; though also potentially through electrodes placed directly 
in the cortex), and MEG measures the magnetic fields generated by (some of) the electrical 
activity of the brain (through sensors positioned around the head). The analysis of EEG and 
MEG results is relatively complicated, but the basics are as follows. First, the electrical activity 
of the brain is an alternating current, which means that both EEG and MEG data can be 
characterized as time-varying waves (either the oscillations of electrical voltage in EEG, or of 
magnetic fields in MEG). This means that all M/EEG data analysis can take advantage of the 
mathematics of waves. Second, nearly all research in neurolinguistics is event-related. This 
means that the measurements are time-locked to a specific event (such as the presentation of a 
word), so that neurolinguists can explore the effects of that event on cognition. Third, M/EEG 
activity can be divided into two types: evoked-activity and induced-activity. Both evoked and 
induced activity are event-related, which means that the EEG response is recorded relative to 
specific (experimentally controlled) event such as the presentation of a word. The difference 
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between the two types of activity lies entirely in the amount of phase-locking across tokens of 
the event. Evoked activity is activity that is phase-locked to the event: the peaks of the waves 
from one token of the event line up with the peaks of the waves of another token (and the same 
holds for the troughs of the waves). Induced activity is not phase-locked across tokens of the 
event. This means that it is possible for the peaks of waves from one event to line up with the 
troughs of waves from a second token of the event. Evoked and induced activity require different 
analysis techniques (because of the potential for destructive interference with induced activity). 
Evoked and induced activity may also represent distinct neurophysiological events, though their 
precise interpretation is an active area of research. The vast majority of research using M/EEG in 
neurolinguistics has focused on evoked-activity in the form of event-related potentials (ERPs), 
which are simply changes in the amplitude of electrical potentials over time in evoked EEG 
activity, and event-related fields (ERFs), which are simply changes in the amplitude of magnetic 
fields over time in evoked MEG activity (see Luck 2005 for a complete introduction to the ERP 
technique, and see Cohen 2014 for a complete introduction to analysis techniques for induced 
activity). There have been some recent explorations of induced-activity in the M/EEG literature, 
but that area is still relatively new inside neurolinguistics, so we won’t review it here (but see 
Bastiaansen et al. 2011 for an excellent overview of that literature to date). 

The majority of the EEG literature in neurolinguistics has focused on ERPs. Though 
many ERPs have been identified in the broader EEG literature, the sentence-level neurolingustics 
literature tends to focus on four ERPs: the early left anterior negativity (ELAN), the left anterior 
negativity (LAN), the N400, and the P600. The ERP literature typically describes two facets of 
ERPs when defining them: their eliciting conditions, and their functional interpretation. Both 
facets are potentially useful for linking the EEG literature to the grammatical literature. The 
eliciting conditions can be used to link grammatical theories and ERPs at the level of specific 
phenomena. For example, the grammatical theory may predict a certain kind of violation in a 
sentence, and thus predict a specific type of ERP at a specific location in the sentence. The 
functional interpretation can potentially license the kind of logic we saw in the previous section 
on reading times. The functional interpretation can indicate what aspect of sentence processing 
the ERP indexes, and then one can ask whether known sentence processing strategies predict that 
those aspects of sentence processing should be engaged at the relevant positions in the sentence. 
As mentioned above, there aren’t many great examples of this being used to connect with the 
grammatical literature, but it is possible in theory. So here we will briefly review the eliciting 
conditions and potential functional interpretation of the four sentence-level ERPs that readers are 
most likely to encounter in the literature: ELAN, LAN, N400, and P600. 

As the name suggests, the ELAN (early left anterior negativity) is a negative-going 
deflection that peaks in a relatively early processing window (100–250ms post-stimulus onset) 
and is greatest over left anterior electrode sites. The ELAN was first reported by Neville et al. 
1991 to a specific phrase structure violation in which a preposition appears in an ungrammatical 
position (note that the critical position must contain either a noun, adjective, or adverb, but not a 
preposition): 
 
(10) a. The boys heard Joe’s stories about Africa. 
 b. *The boys heard Joe’s about stories Africa. 
 
A similar effect was reported by Friederici et al. (1993) in German, in this case when a participle 
appears in a position that must contain a noun: 
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(11) *Das Baby wurde im      gefürttert 

  The baby  was    in-the fed 
 ‘*The baby was in the fed’ 
 
The ELAN has since been elicited to very similar phrase structure violations in Spanish 
(Hinojosa et al. 2003), French (Isel et al. 2007), and further replicated in English (Lau et al. 
2006, Dikker et al. 2009) and German (e.g., Hahne and Friederici 1999, Hahne and Friederici 
2002, Rossi et al. 2005). The ELAN is not affected by task (Hahne and Friederici 2002), by the 
probability of the violation in the experiment (Hahne and Friederici 1999), or by the frequency of 
a disambiguated structure (Ainsworth-Darnell, Shulman, and Boland 1998, Friederici et al. 
1996). These results suggest that the ELAN is a very specific response to phrase structure 
violations, and not simply a response to difficult or unlikely structures. The functional 
interpretation of the ELAN is an area of much active debate. Here are four proposals that exist in 
the literature: (i) Friederici 2002 (among others) interprets the ELAN as a marker of syntactic-
category-based violations; (ii) Lau et al. 2006 interpret the ELAN as a marker of 
[failed/falsified?] syntactic prediction more generally; (iii) Dikker et al. 2009 interpret the ELAN 
as indexing processing in the sensory cortices that occurs prior to lexical access; and (iv) Drury 
et al. 2012 argue that the ELAN is an artifact of specific data analysis properties of ELAN-
generating experimental paradigms.  
 The LAN (left anterior negativity) is a negative-going deflection that is generally largest 
over left-anterior electrode sites (similar to the ELAN), and tends to occur in the 300–500ms 
time window (later than the ELAN). The LAN has been elicited by a broad array of (morpho-) 
syntactic violations, such as agreement violations (Coulson et al. 1998, Gunter et al. 1997, Münte 
et al. 1997, Kaan 2002, Osterhout and Mobley 1995), case violations (Münte and Heinze 1994), 
phrase structure violations (Friederici, Hahne, and Mecklinger 1996, Hagoort, Wassenaar, and 
Brown 2003), island constraint violations (Kluender and Kutas 1993b), and even garden-path 
sentences (Kaan and Swab 2003). The LAN has also been elicited during the processing of long-
distance dependencies such as wh-movement, at both the displaced wh-word and the gap 
location (Kluender and Kutas 1993a, Phillips, Kazanina, and Abada 2005). The functional 
interpretation of the LAN is even less clear than that of the ELAN. One issue is that the LAN 
results are often relatively fragile, and do not always replicate from study to study. Another issue 
is that the LAN arises for very different phenomena (e.g., morphosyntactic agreement and 
dependency processing), suggesting either a high-level interpretation that links these two 
phenomena, or two distinct sources for the LAN. A final issue is that LAN effects often co-occur 
with P600 effects, raising the possibility that the LAN effect is really the result of a combination 
of an N400 and a P600, with the two canceling out in the LAN time window, except for where 
their distributions fail to overlap (i.e., if the N400 is left/central, and the P600 is right/posterior, 
the combination may yield a left/anterior negativity; see Tanner and van Hell 2014, Tanner 
2015). 

The N400 is a negative-going deflection that is generally largest over centro-parietal 
electrode sites, and tends to occur 300–500ms post-stimulus onset (with a peak amplitude 
occurring at 400ms, hence the name). The N400 was first observed by Kutas and Hillyard (1980) 
when they presented participants with sentences that ended with unexpected words. They 
compared baseline sentences with semantically congruent endings (9a) to sentences with 
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semantically incongruent endings (9b) and sentences with endings that were incongruent due to 
the physical properties of the stimulus such as words written in all capital letters (9c): 
 
(12) a. I spread the warm bread with butter. 
 b. I spread the warm bread with socks. 
 c. I spread the warm bread with BUTTER. 
 
Kutas and Hillyard (1980) observed a larger N400 for (12b) compared to (12a), and a larger 
P300 (also known as a P3b) to (12c) compared to (12a). This qualitative difference in the 
responses to (12b) versus (12a) suggests that the N400 is specifically related to semantic 
processes rather than general error detection. In the decades since its discovery, the N400 has 
been elicited by a broad array of linguistic and non-linguistic stimuli, with the common pattern 
being that they are all meaningful in some way: spoken words, written words, signed words, 
pseudowords, acronyms, environmental sounds, faces, and gestures (for a review see Kutas, Van 
Petten, and Kluender 2006). There are two leading functional interpretations of the N400: 
Hagoort 2008 (among others) interprets the N400 as an index of the increased difficulty of 
integrating incongruent words into the preceding context, while Kutas and Federmeier 2000 
(among others) interpret the N400 as an index of processes related to the activation of semantic 
features in the lexicon (or semantic memory). 

The P600 (alternatively the “syntactic positive shift”) is a positive-going deflection that is 
generally largest over centro-parietal electrode sites and tends to occur 500–800ms post-stimulus 
onset (although there is a good deal of variability in its latency in the ERP literature). Like the 
LAN, the P600 has been reported for a broad array of syntactic violations, in many cases co-
occurring with a preceding LAN. For example, P600s have been elicited to phrase structure 
violations (Hagoort, Brown, and Groothusen 1993, Friederici et al. 1993, Hahne and Friederici 
1999, Friederici and Frisch 2000, Osterhout and Holcomb 1992), agreement violations (Hagoort, 
Brown, and Groothusen 1993, Kaan 2002), syntactic garden-paths (Friederici et al. 1996, Kaan 
and Swaab 2003, Osterhout, Holcomb, and Swinney 1994), and island violations (McKinnon and 
Osterhout 1996). The sheer number of violation types that elicit a P600 has led some researchers 
to suggest that the P600 may be a (slightly delayed) version of the P300 (or P3b), which is a 
general response to unexpected stimuli (Coulson et al. 1998, see Osterhout and Hagoort 1999 for 
a response). P600s have also been elicited by the processing of grammatical sentences with 
particularly complex syntactic properties, such as ambiguous structures (Frisch, Schlesewsky, 
Saddy, and Alpermann 2002) and wh-movement (Fiebach, Schlesewsky, and Friederici 2002, 
Kaan, Harris, Gibson, and Holcomb 2000, Phillips, Kazanina, and Abada 2005). Recent research 
has even found P600s to sentences that appear to contain one very specific type of semantic 
violation (Kim and Osterhout 2005, Kuperberg, Sitnikova, Caplan, and Holcomb 2003, van 
Herten, Kolk, and Chwilla 2005, Kuperberg 2007, Bornkessel-Schlesewsky and Schlesewsky 
2008, Stroud and Phillips 2011). As for functional interpretation, Friederici 2002 (among others) 
interprets the P600 as indexing syntactic revision during a stage of processing requiring the 
integration of syntactic and semantic information, whereas Hagoort 2008 (among others) 
interprets the P600 as indexing the difficulty of unifying syntactic and semantic information (a 
subtly different interpretation from the revision approach).  
 MEG data can, in principle, be used the same way as EEG data, yielding ERFs to various 
grammatical violations. And much of the early MEG literature has that profile. However, 
because MEG lends itself to better spatial resolution of the source of activity than EEG, the 
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current trend in the MEG literature is to focus on the localization of event-related activity to 
specific areas of the brain. For example, using a series of experiments that investigate activity to 
two-word units that undergo semantic composition such as “red boat”, Bemis and Pylkkänen 
2011 found activation in the left anterior temporal lobe and the ventro-medial pre-frontal cortex 
(with much subsequent work directed at determining to what extent this activation reflects purely 
semantic composition versus other types of conceptual combinatorics). Similarly, using a 
naturalistic story-listening task, Brennan and Pylkkänen (in press) found that activation in the left 
anterior temporal lobe correlates with the number of parse steps in a predictive left-corner 
(syntactic) parser. Studies such as these suggest a potential future in which MEG is used to 
localize the fundamental grammatical operations that are postulated by grammatical theories, at 
least those that translate into distinct operations at the level of sentence processing.  
 
6. Hemodynamic responses: functional magnetic resonance imaging 
 
One potentially useful property of the human circulatory system is the fact that depletion of local 
energy stores due to neural firing in the cortex triggers a hemodynamic response wherein 
oxygenated blood is sent to that area to replenish those stores. Functional magnetic resonance 
imaging (fMRI) leverages this property of the circulatory system to localize cognitive function. 
Though the details are quite complex, the basic idea is as follows. Oxygenated and deoxygenated 
hemoglobin have different magnetic properties. The fMRI method can detect these differences 
(the signal is called the BOLD signal: blood oxygen-level dependent). By comparing two 
conditions, one with a specific cognitive process, and another without, it is possible to use the 
BOLD signal to localize the specific area(s) of the brain that depleted local energy stores due to 
that cognitive process. The fMRI method has better spatial resolution, and requires fewer 
controversial assumptions, than source-localization using MEG (and EEG). However, fMRI also 
has worse temporal resolution (because blood travels much slower than electricity and magnetic 
fields). As such, fMRI can have difficulty isolating the differential effects of sequences of 
processes; but if the researcher can isolate the relevant process in an experimental design, fMRI 
is unparalleled among current non-invasive technologies for spatial localization. 
 The localization of cognitive processes is not typically a component of grammatical 
theories. But as briefly discussed in the previous section, the localization of grammatical 
operations (by way of sentence processing theories) is a natural extension of grammatical 
theories as theories of cognition, and can help to integrate linguistics with the rest of cognitive 
neuroscience. To that end, in this section we will briefly review research that has sought to 
identify brain areas that underlie syntactic processing using fMRI. There are two areas that have 
been the focus of most neuroimaging research on syntax: Broca’s and the anterior temporal lobe. 

Broca’s area is probably the most famous brain region to be correlated with structural 
properties of sentences. The term Broca’s area usually refers to a portion of the left inferior 
frontal gyrus (LIFG) composed of the more anterior pars triangularis (Brodmann area 45) and 
the more posterior pars opercularis (Brodmann area 44). Paul Broca originally identified this 
area as central to speech processing based on the post-mortem inspection of the brains of two 
patients that exhibited severe aphasia: one patient could only produce the word “tan”, the other 
only a handful of basic words. With the advent of non-invasive neuroimaging techniques such as 
fMRI, Broca’s area has taken center stage in the investigation of the neural substrates of 
syntactic processing. At least two thirds of the neuroimaging studies of the brain areas involved 
in sentence processing (in health) over the past 15 years reveal an increased activation in (at least 
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part of) Broca’s area for at least one of the reported contrasts, suggesting that this area indeed 
plays a significant role in some aspect of sentence processing.  
 Although there has been great debate about the key property that modulates activity in 
Broca’s area in sentence processing, perhaps the most theory-neutral description of the central 
data is that Broca’s area tends to respond more to sentences with non-canonical word order than 
sentences with canonical word order. For example, relative to controls with canonical word 
order, Broca’s area shows increased BOLD signal for relative clauses (e.g., Just et al. 1996, Ben-
Shachar et al. 2003), wh-movement (e.g., Ben-Shachar 2004, Santi and Grodzinsky 2007), 
topicalization (e.g., Ben-Shachar 2004), clefting (e.g., Caplan et al. 1999), and scrambling (e.g., 
Friederici et al. 2006, Bornkessel et al. 2005, Bornkessel-Schlesewsky et al. 2009). The question 
then is which cognitive processes these syntactic phenomena have in common. There is quite a 
bit of debate in the literature about this. For example, Grodzinsky and colleagues have argued 
that Broca’s area seems to be more active for non-canonical word orders because Broca’s area 
supports the syntactic mechanism of movement that is familiar from generative syntactic theory 
(Grodzinsky 1986, see Grodzinsky & Santi 2008 for a recent review). Bornkessel-Schlesewsky 
and colleagues have proposed that the same effects can be explained by assuming a parsing stage 
in which the argument relations of the sentence are computed according to several prominence 
hierarchies that are familiar from typological research (e.g., the animacy hierarchy, the case 
hierarchy, the definiteness hierarchy; Comrie 1989, Bornkessel and Schlesewsky 2006, Wolff et 
al. 2008). This parsing stage would require a “linearization” process that maps word order to 
argument structure according to these prominence hierarchies. For Bornkessel-Schlesewsky and 
colleagues, Broca’s area supports this linearization process (Chen et al 2006, Grewe et al. 2006, 
Bornkessel-Schlesewsky et al. 2009). In principle, if one assumes a strong relationship between 
cognitive theories and neurobiology (such as the strong reductionism examined critically in 
Fodor 1975), it is possible that the resolution of this debate about the functional interpretation of 
these effects in Broca’s area could be used as evidence to adjudicate between these competing 
theories of syntax. 

Although Broca’s area has been the focus of many neuroimaging studies of syntax, there 
is a growing literature implicating portions of the temporal lobe in syntactic processing. One of 
the most robust neuroimaging findings about sentence-level processing is that lateral anterior 
portions of the superior and middle temporal cortex show greater activation bilaterally for 
reading or listening to sentences than word lists (Mazoyer 1993, Stowe et al. 1998, Friederici et 
al. 2000, Vandenberghe et al. 2002, Humphries et al 2005, 2006, and Brennan and Pylkkänen (in 
press) mentioned in the previous section). Furthermore, lesion mapping has associated damage to 
the left lateral anterior temporal lobe with comprehension impairment for most sentences more 
complex than simple declaratives (Dronkers et al. 2004, although cf. Kho et al. 2008). These 
findings suggest that anterior portions of the temporal lobe support sentence-level computations 
that do not rely on lexical semantics, but this leaves open a number of possible candidate 
processes: syntactic processes, argument structure processes, discourse processes, and even 
prosodic processes. If there were a brain region dedicated to basic syntactic phrase structure 
computation in comprehension, one would expect it to show a profile similar to that of the 
anterior temporal lobe, showing more activity for processing word strings with syntactic 
structure than those without. However, demonstrating that this area is specifically involved in 
syntax as opposed to other phrase-level computations has proved challenging (but see Brennan et 
al. 2010, Brennan and Pylkkänen (in press), and Rogalsky and Hickok 2008 for interesting 
attempts to distinguish syntax and semantics).  
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As our confidence in the functional localization of the brain increases, it may become 
possible to use that information to test and refine grammatical theories. If a grammatical theory 
(as suitably integrated into a theory of sentence processing) predicts that a specific process 
should be deployed in a sentence, a definitive theory of functional localization in the brain would 
allow us to use methods such as MEG and fMRI to test whether that process is indeed deployed. 
Though we are still far from a definitive theory of functional localization in the brain, studies 
such as the ones reviewed in this section begin to demonstrate the value of integrating 
neuroscience and linguistics for both fields. 
 
7. Conclusion 
 
In principle, any data type that is related to language behavior is a potential source of 
information for grammatical theories. In practice, acceptability judgments form the majority of 
data used to construct grammatical theories, primarily due to their ability to reveal causal 
relationships, and the assumption that grammatical properties are one of several factors that 
directly impact acceptability judgments. Because of the prevalence of acceptability judgments in 
the literature, the past two decades have seen a number of advancements in the use of formal 
experimental methods (including factorial designs) for the collection of acceptability judgments. 
However, for many linguists, the future of grammatical theory lies in integrating grammatical 
theories with theories of sentence processing, both at a behavioral level and at a 
neurophysiological level. One potential step toward this integration is an exploration of the data 
types that are used to construct theories of sentence processing (e.g., reading times, M/EEG data, 
and fMRI data). Though the relationship between these data types and grammatical theories is 
less direct than that of acceptability judgments, we hope that the discussion in this chapter makes 
it clear that such an integration is a worthy goal for 21st century linguistics.  
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